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There is now a widespread scholarly consensus that the “right” institutionscassawey
for a country to generate beneficial economic outcomes. For example, maysehgbhasize
that the right institutions are required for economic growth and development (Knacleefed K
1995; Acemoglu, Johnson, and Robinson 2001; Rodrik, Subramanian, and Trebbi 2002), while
others suggest that the right institutions are needed for policy stability ([iEs2®@0), for the
protection of investors from capricious government (North and Weingast 1989), for economic
change (North 1990, 2005), for increasing levels of trust (Keefer and Knack 1997), or for
reducing the costs of contract enforcement (La Porta et. al. 1998; Acemoghhasdrl2005).
With all of this focus on the benefits that stem from “getting the institutiohg rigas come not
only many policy recommendations for how countries can achieve the right iasst(MVorld
Development Report 1997), but also a cottage industry devoted to the measurement of
institutional quality and to the study of how institutions of varying levels ohtnigss” effect
particular outcomes of interest (Knack and Keefer 1995; Tsebelis 2000; Henisz Z&nyrir
in the World 2005; Doing Business: Protecting Investors 2006).

Although the literatures on institutional quality and economic outcomes have mage ma
important contributions, we emphasize that they suffer from three importantoshimgs. First,
in much of the aforementioned literature, it is not clear what, exactly, thtanggitutions are
supposed to do. Indeed, scholars’ many different conceptions of what constitugg’a “ri
institution and a beneficial economic outcome suggest that there is an ambiguityhicbut
institutions have to be right and abetatthe effects of having the right institutions are likely
to be.

Second, despite placing great emphasis on the connection between institutions and
economic outcomes, there is often little theory of how, exactly, institutioest affitcomes.
And, to the extent that there is a theory linking institutions to economic outcomehgthrig
often assumes that the relationship between institutions and outcomes is sinapli.en¢hat a
one unit change in the institutions will yield a one unit change in a particular outcome of
interest)? Third, given that it is 1) unclear as to what, exactly, the right institutionsippesed
to do and 2) ambiguous as to what the appropriate functional relationship betweenonstituti
and economic outcomes is, it seems that efforts to measure institutional guadgitutional
“rightness” may be putting the cart before the horse. Stated differerfye lvee attempt to
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% There are some models that include something very close to a threshdlfeffiestance,
Acemoglu and Johnson 2005 and Zak et. al. 2003); however, their empirical analysdy typical
neglect the logic of their models and estimate linear relationships letiheeendependent
variables and the dependent variable.



measure institutional rightness, we should first have a theory of how it ibéhaght
institutions induce particular outcomes.

In this paper, we improve upon each of these shortcomings by introducing a threshold
model of how institutions affect various outcomes. Specifically, we suggestahagrg to
much of the existing literature, the relationship between institutions and outcomes i
characterized by threshold effects. That is, just as ice only become®nedea temperature
greater than 0 degrees Celsius is reached and just as water only becomescteam
temperature greater than 100 degrees Celsius is reached, so too do institdiécissoef
outcomes depend upon whether or not a certain threshold has been crossed. More concretely, we
argue that below a certain level of institutional quality, even large imprents in institutions
might not produce significant improvements in the outcome of interest; however, omtara ce
threshold of institutional quality is reached, then we may observe large impotgeim
outcomes. What such threshold effects imply for scholars who seek to “get thuiomsti
right,” of course, is that achieving improved outcomes may require more thaly s one unit
improvement in the institutions. Rather, the “rightness” of a particular institwill depend
upon whether or not a threshold has been crossed, and this may mean that we do not observe
improved outcomes until we implement very large institutional improvements.

In order to provide empirical support for our alternative approach to the effect of
institutions, we survey the results of several different laboratory eneets, all of which
examine the effects that institutions have on various outcomes and all of which detadnatra
the relationship between institutions and outcomes is characterized by thrétguitd e
Although laboratory experiments necessarily involve a tradeoff between Irdathaxternal
validity (Trochim 2001), they are in many ways ideally suited for the stitigpw institutions
induce particular outcomes (for further discussion of this point, see Capra et al. Roe4d,
laboratory experiments allow scholars to observe the relationship betweeniorsiand
outcomes more precisely than is often possible when we are limited to the combination of
institutions and outcomes that exist in the real world. And, what these controlleshemsmts
demonstrate time and time again is that the appropriate functional relgtibesiveen
institutions and economic outcomes is one that is nonlinear and, more specifically, involves
threshold effects.

This paper proceeds as follows. In section 1, we survey the results of séxaatbiey
experiments that reinforce our argument that the relationship between mssitatid economic
growth is nonlinear and is characterized by threshold effects. In sectiord&ouss the policy
and academic implications of our nonlinear model, and we also introduce a new way of thinking
about the impact of institutional changes. In section 3, we conclude.

1. Experimental Studies of Institutions and their Effects on Outcomes

Although it is difficult to determine the functional relationship between ingtitatand
outcomes, data from many laboratory experiments indicate that the relgiibeseen various
institutions and outcomes is nonlinear, and more specifically involves threshold.effect
Although laboratory experiments necessarily lack the complexities efvorld interactions, it
is precisely this artificial aspect that makes them useful for zinglyhe relationship between
institutions and outcomes. Indeed, unlike the study of real world institutionse(vds2archers
must make due with the institutions that exist and the institutional changeakthatdce in the
context of their particular study), laboratory experiments provide scholdrs&wontrolled



setting in which they can implement a wide variety of institutional changethan observe
their effects without the many confounding variables that exist in the oglal.w

Specifically, in an experimental setting, the researcher is free to timtkemstitutions—
be they voting rules (Guarnaschelli, McKelvey, and Palfrey 2000; Koc 1988), methods of
communication (Capra et al. 2004; McCubbins and Rodriguez 2006), penalties for lying (Lupia
and McCubbins 1998; Boudreau 2006), forms of verification (Lupia and McCubbins 1998;
Boudreau 2006), contract enforcement (Andreoni 2005, Ostrom et al 1992), or the provision of
information (Weller 2006; Kuklinski et al. 2001)—and then observe the effects thatigradua
changes in one or more of these institutions have on various outcomes of interestwaiy,this
laboratory experiments enable scholars to observe 1) the consequences of Siutadinak
changes, 2) the interactions among different institutions, and 3) the functi@tialinship
between institutional changes and the outcomes that they induce.

That said, we certainly acknowledge that laboratory experiments almagive a
tradeoff between internal validity and external validity (Trochim 2001). Whdertany
advantages described above enable scholars to draw internally valid carsalced from their
experimental data, these very same advantages make laboratory exgemunemntveaker in
external validity. However, given that real world data provide, at best, al@arsiwer to the
guestion of how institutions effect outcomes, we now draw upon the experimentaligehat
sheds light on our questions and suggests that the relationship between institutions and outcomes
may be nonlinear and involve significant threshold effects.

Example 1: Institutional Change and Citizen Competence

One of the many outcomes of interest to both political scientists and developmets exper
is citizen competence. While several scholars emphasize that ingstptiovide citizens with
heuristics and cues that guide their political decisions (Popkin 1991; Lupia 1994; Lupia and
McCubbins 1998; Sniderman, Brody, and Tetlock 1991; Druckman 2001), many others lament
citizens’ lack of basic knowledge about their government and the representaivibey elect
(Delli Carpini and Keeter 1991, 1993, 1996; Converse 1975; Campbell et al. 1960; Bartels 1996;
Neuman 1986). Based upon this latter body of literature, many scholars have questioned
whether democracy can possibly work, given that citizens seem to lack theisabis
required for the decisions they must make.

In order to assess whether and under what conditions institutions can substitute for
citizens’ lack of sophistication, Boudreau (2006) conducted experiments (extendiagabdpi
McCubbins’s 1998 experimental design) that analyze the conditions under which even
unsophisticated individuals can learn from the statements of a knowledgeable spdaker a
improve social welfare. In the experiment, subjects are asked to answesrot@ems about
which they are uncertain, but before they mark their answer, they have an oppastleamn t
from another subject (dubbed “the speaker”) who knows the correct answer to the math proble
(i.e. the experimenter reveals the correct answer to him or her at the bggfheach trial) and
who then makes a statement to the other subjects about the correct answer. Fdiowing t
knowledgeable speaker’s statement, the subjects then have 60 seconds to choose an laaswer to t
math problem.

The key to this experimental design is twofold. First, both the speaker and théssubjec
know that the speaker can make any statement that he or she wishes; that is, theapéake
about the correct answer to the math problem or tell the truth. Second, both the speaker and the
subjects know that the speaker is subject to one of two institutional conditions: nathegat



of verification or a penalty for lying. Specifically, in the verificaticondition, both the speaker
and the subjects know that the experimenter will verify the speaker’s stateittesome
probability (i.e. there is either a 100%, 90%, 70%, 50%, or 30% chance of verificatiorigo ma
sure that it reveals the correct answer to the math problem. Similarly,perb#ies for lying
condition, subjects know that the speaker will suffer a penalty (of either $15, $5, ortl) if t
speaker lies about the correct answer to the math problem.

What the results of these experiments reveal is that the relationshigbéheegradual
institutional changes that are imposed in the experiment and the outcome of ineerssti@l
welfare) is clearly nonlinear and may involve threshold effects. Spegifitad results in
Figure 1 show that although there is an increase in social welfare when th&&08é of
verification is raised to 50%, 70%, 90%, or 100%, this increase in no way follows atlerehr
To see this, consider the results for the 30%, 50%, and 70% chance of verification contiitions
these three conditions, the probability of verification is gradually inedelag 20%, but each
20% increase in the probability of verification does not lead to a linear increasealveelfare.

Figure 1. The Effects that Reducing the Chance of Verification has on SodfaféVe
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We observe a similar nonlinear relationship between institutions and sodeaienehen
the penalty for lying that the speaker faces is increased from $1 to $5 and then to Bd%nas s
in Figure 2. Specifically, when the speaker faces a $1 penalty for lyingctsuégen, on
average, only $0.17 per problem. Contrary to what we might expect, when that $1 penalty for
lying is increased to $5, we do not observe a significant increase in sodaieyviiat is, in the
$5 penalty for lying condition, subjects earn, on average, only $0.15 per problem. However,
when that $5 penalty is further increased by 2/3 (i.e. to $15), we do observe an increasé in soci
welfare. Indeed, subjects in the $15 penalty for lying condition earn, on average, $0.41 per



problem, which is significantly larger than the $0.15 that subjects earn in the $5 penigityg
condition and the $0.17 that subjects earn in the $1 penalty for lying condition. In this way,
these results also suggest that the relationship between institutionalchadgaitcomes
involves threshold effects. Indeed, the results for the penalty for lying momslitggest that
until a certain threshold (which exists somewhere between a $15 penalty and a §% isenal
crossed, then we should not expect this institution to improve social welfare.

Figure 2. The Effects that Reducing the Penalty for Lying has on Sielédre
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Example 2: Institutional Change and Economic Markets

Yet another issue of interest to political scientists and development eigpsjuestion
of how institutions affect economic growth and development. Although many scholars have
offered both institutional and non-institutional explanations for the differenslef&conomic
development that we observe in countries around the world (North 1990, Haber 2000, Sachs and
Warner 1995, Knack and Keefer 1995, Acemoglu et al. 2001, Sachs 2003, Glaeser et al 2004,
Barro 1997, Hall and Jones 1999), their explanations are necessarily limited g/ therte
data on which they rely. Indeed, existing, real world data do not allow us to assdssmen(d
any) of scholars’ explanations best accounts for the disparities in economtt gnd
development that we observe (see Capra et al. 2004 for further discussion).

Given the difficulties associated with studying economic growth using eéd data,
Capra et al. (2004) conduct an experimental study of how various institutionseatfacimic
markets. Specifically, in their experiments, these scholars set up a siogplomy in which
subjects produce output and then must decide how much of their output to consume and how
much to invest. After subjects make their consumption and investment decisions, tiseagde



are then aggregated to determine a group payoff, which is a function of the total amount
investment.

In this experimental economy, there exist two equilibria. The first, which therawdub
the “rich country equilibrium,” occurs when subjects invest enough money to surpatsra ce
threshold and earn a group payoff that gives them higher consumption and higiyerlattihe
second equilibrium, dubbed the “poverty trap equilibrium,” subjects do not invest enough money
to surpass the threshold, and they, therefore, do not earn as much money as subjecth who reac
the “rich country equilibrium.” In the absence of any other institutions, Capta(@004) find
that subjects routinely converge to the poverty trap equilibrium, invest an ieefiyciow level
of resources, and do not earn as much money as possible.

In an effort to analyze the conditions under which investment (and, by extension,
economic markets) can be improved, Capra et al. (2004) introduce three differentanstto
the experimental setting. The first institution is analogous to “freedonpoégsion” in that it
allows subjects to engage in pre-play communication about their investment and consumption
decisions. Ideally, players in this setting will announce their intent to invasjeportion of
their resources, which should then induce others to invest and bring about greates ¢laaning
in the control setting. The second institution is analogous to a democratic votingsprotieat
two subjects (who are selected at random) propose investment and consumption schedules for
the other participants in the experiment. Their two proposals are then simultgveded on,
and the proposal that is chosen by the majority is enacted. The third institutroplisa
combination of the first two. That is, players are allowed to communicate, andifgltveir
communication, two players are randomly selected to propose a consumption and investment
schedule, and the proposal with the most votes is implemented.

As the results of Capra et al.’s (2004) experiments reveal, the interactionwbthe t
different institutions that they impose creates substantial nonlineanitiee butcome of interest.
Stated differently, their results demonstrate that the addition of one iostituta time does little
to improve outcomes, but once their two institutions are combined, we observe large
improvements in outcomes. Specifically, when the “freedom of expression” condition i
introduced, it enables only some (not all) of the experimental economies to ovéneopoxerty
trap equilibrium, and the same is true when the “democratic voting” conditiomadiiced by
itself. Further, in both of these institutional conditions, the experimenters obsge@amaounts
of variance in outcomes, which suggests that neither one of these institutionsif big its
sufficient to improve economic performance consistently.

However, once both the “freedom of expression” and “democratic voting” institutiens
imposed together, then the experimenters observe large improvements in outSpeascally,
when these two institutions are combined, every single experimental econalnhg is surpass
the threshold, avoid the poverty trap, and earn a larger amount of money. In this wagtCapra
al.’s results suggest that the interaction effects among different irstgutiay create nonlinear
outcomes and threshold effects. Indeed, only when the “right” combination of insstigi
adopted do they achieve a large improvement in outcomes.

Example 3: Institutional Interactions and Policy Tradeoffs
Citizens’ ability to make tradeoffs among different policy options has tbeeq of
concern to scholars of political behavior (Citrin 1979; Ladd 1979; Modigliani and Modigliani
1987; Kuklinski et al. 2001), initiative and referenda reform (Kousser and McCubbins 2005), and
economic policy (Cox and McCubbins 2001, Shugart and Haggard 2001). Indeed, many of these



scholars emphasize that making tradeoffs among policy options is a tag&riretes the many
duties that citizens are expected to carry out—namely, voting for candidatesanigs, voting
on initiatives, evaluating different provisions of proposed laws, etc. (for moresopdinit, see
Kuklinski et al. 2001). However, if citizens are unable to choose from different polionsi
a consistent, sensible manner, then the health of our democracy is likely toasufielificians
will not receive consistent signals about citizens’ preferences andtieeffpolicy outcomes
may result.

Given the importance that making tradeoffs has for institutional designniskiét al.
(2001) conducted a survey experiment that was designed to test whether and how various
institutions affect citizens’ ability to make tradeoffs among differentgalptions.

Specifically, Kuklinski et al. asked citizens to answer a series of survetiangeregarding

health care reform—an issue that inevitably requires citizens to make fsadeof example,
providing health care coverage to all citizens most likely requires arageche taxes, and
requiring employers to pay for their employees’ health care most lkeans a reduction in the
number of jobs that are available (Kuklinski et al. 2001). According to Kuklinski et al. (2001)
is recognizing (and then making) these various tradeoffs that is importanbibpgblic policy.

In order to assess the effects that institutions have on citizens’ abititsike tradeoffs,
Kuklinski et al. (2001) incorporated a series of experimental manipulations intouhedy s
design. Specifically, these scholars assessed whether and how informatiortjonotival the
combination of these two institutions affect citizens’ ability to make trésledrdi the
information condition, citizens were given either 1) generic information about h&mgna
decisions about public policy requires giving one thing up to get something else oe2) mor
specific information about the exact tradeoff that citizens had to makexéopée, citizens
were told that “experts say we cannot provide health coverage for everyonetamdanhe time
keep taxes down” p. 421). In the other institutional condition, citizens were given atronala
prompt that encouraged them to take their time and do their best on the questions. In the
institutional combination condition, citizens were provided with one of the two types of
information and a motivational prompt.

Similar to Capra et al.’s (2004) results, Kuklinski et al. (2001) discovered that the
relationship between various institutional arrangements and outcomes is highlyaronline
Specifically, their results demonstrate the following nonlinear pattern:n\hezens answer the
survey in the absence of any institutions (i.e. without the informational or motigbprompts),
many of them fail to make necessary tradeoffs and ask for more than pdegroan possibly
deliver. When general information about the need to make tradeoffs is providedetuscitirey
still fail to make tradeoffs among competing policy options. Similarly, whaota/ational
prompt is introduced, citizens do not make the necessary policy tradeoffs.

However, when general information is provided with a motivational prompt, citizens
make tradeoffs and reduce their overall policy demands. Further, when citegmeaded
with specific information about the tradeoff that they must make, citizeasreake the
necessary tradeoffs and reduce their demands. Indeed, the specific infopnatided in this
last condition is so powerful that combining it with a motivational prompt does not improve
citizens’ decisions. Stated differently, in political environments that propeefs
information, citizens can make tradeoffs easily enough that adding a nootatgtrompt does
not have an independent effect on their decisions (Kuklinski et al. 2001).

Taken together, Kuklinski et al.’s (2001) results reveal two important findingst, Fi
they demonstrate that only the “right” combination of institutions induces tivedlesitcome



(i.e. a reduction in the contradictory demands that citizens place on policymakecsnd, they
demonstrate that, in the context of their study, the relationship between vartdusanal
arrangements and outcomes is curvilinear, rather than linear (see Jjigl@ our purposes,
these two findings provide substantial support for our argument that the apprapraiental
relationship between institutions and outcomes is nonlinear.

Figure 3. The Curvilinear Relationship between Institutions and Outéomes
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Example 4: Trust, Investment and Information

A significant amount of literature has argued that trust is an importantrdiedert of
economic exchange (Arrow 1972, Fukuyama 1995, Putnam 1993, Knack and Keefer 1997, Zak
and Knack 2001). Trust plays a role in exchange by lowering transaction avstsst&nce, if
two actors are exchanging goods it is likely impossible to specify dleaklevant aspects of
the exchange due to information, monitoring and enforcement costs. The inability & craft
complete contract could lead the two actors to avoid exchange and simply keep thgoools
rather than take on the risk inherent in exchange. The lack of exchange has negative
consequences for overall social welfare, even if it is in each actor’s indiwdest because of
the level of uncertainty. One possible solution to this incomplete contract protfiemthis two
players to trust each other to uphold their end of the bargain. If the players can ausgif
they trust, each other then the problems that arise from incomplete contragfiridpeni
minimized. Knack and Keefer (1997) and Zak and Knack (2001) find evidence that levels of
economic development are associated with survey-based measures of trust; , Hbised@es
not tell us how trust is created.

To begin to answer how trust can be created Weller (2006) adopts and modifies the
experiment of Berg, Dickhaut and McCabe (1995). In the original experimenhtwyrmous
players are matched together. The first player is given $10 and told that thegsaopa, all
or none of their $10 to the other player. When money is passed its value triples. The second
player receives the tripled value and can choose how much, if any, of it to retura.detthp

% This Table was adapted from Kuklinski et al. (2001, p. 414).



Player 1 exhibits trust in sending money to Player 2 and Player 2 exhibigoithgtess in
returning money. Contrary to game theoretic predictions, Player 1's senwege of $5.07 to
Player 2 and Player 2 returns an average of $3.50 in Weller’s (2006) control cohdition.

In Weller's (2006) modification of the experiment, subjects play a prisonerinmiiefor
five rounds with a different, anonymous partner each time and do not know they will Igter pla
the trust game. This precludes the possibility of signaling or reputation developiagers
then play the trust game, but before they choose how much to pass to Player 2 tiidyhare t
their partner played in the five rounds of the prisoner’s dilemma. The informetioraf
prisoner’s dilemma is analogous to much information we receive about possiblespartner
economic exchange. That is, it is not directly relevant to the transactiontatiakeé place, but it
is the only information to which actors have access. This might be similar tmatfon about
language, culture, customs, and behavioral norms. None of this information is dekssthnt to
the decision to invest money with another person (which is what the trust game refqutres)
players may form expectations about the likely behavior of another person based on this
information.

The information from the prisoner’s dilemma does not affect the subgame perfect
equilibrium in the trust game, so we still expect players to keep all of the moteypbpass any
to Player 2. The results, as shown in Figure 4, are grouped by the number of timds/euhef
Player 2 defected in the prisoner’s dilemma. If the individual defectedoz@me time, he is
called a cooperator; if he defected 2 or 3 times, he is called neutral; ifdutedied or 5 times,
he is called a defector. The results show that unless Player 1 defected 4ex i tine
Prisoner’s Dilemma the additional information has no effect on decisions, as wepreulilct.
However, if a subject is matched to an individual who defected more than four times in the
prisoner’'s dilemma there is a dramatic change in Player 1’s passimgnedy. It is only in this
condition that Player 1's behavior is statistically different than the @ogroup (p = .01 ina
Mann-Whitney ranksum test). Again, this result suggests that there is a threfaildrefvhich
outcomes are unaffected by the provision of information until some critical poe#dked that
causes a change in behavior. In this experiment the institution would seem to playstel P
with information that leads him to predict Player 2 will be less trustwohiy initially
believed.

* These results are close to the findings in the Berg et al (1995) paper in which undetrible
condition Player 1s send an average of $5.16 and Player 2s return an average of $4.66. The
medians of Player 1s and 2s behavior is even closer in the two experiments, tidiffergace

in the average is mostly because of the range of behavior in the data. Trereious

variation in actions of subjects in both Berg et al (1995) and Weller (2006)’s exp&ime
Players 1 send anywhere from $0 to $10 and Player 2's return anywhere from $0 to



Fiaure 4: Effect of Prisoner’s Dilemma on Investment in Trust (
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Example 5: Deliberation and Social Welfare

For millennia, legal scholars, social scientists, democratic theonst®thers have
extolled the virtues of deliberation, arguing that we should incorporate more aiiber
practices into our political institutions, as well as those in developing counteehisTend,
scholars have argued that electoral processes should be made more delifpedtaps through
the use of deliberative polling, see Ackerman and Fishkin 2004), while others recomniend tha
deliberative processes be incorporated in legislatures, courts, andeag@sssette 1994;
Burdett 2000; Granstaff 1999; Mucciaroni and Quirk in press; Abramson 2000; Cuellar 2005).
In this way, deliberation is proposed as a major palliative and, for some, evercegydoa
nearly all that is wrong in society—a procedural “cure all” for sedrieéted decision making
(Habermas 1996; Cohen 1997), for an uninformed citizenry (Gastil and Dillard 1999; Fishkin
1991; Fishkin and Luskin 1996), for the oppression of minorities (Petit 2000), for social
fragmentation (Gutmann and Thompson 1996), and for low levels of confidence in government
(Dryzek 2001), among other ills. As McCubbins and Rodriguez (2006) note, however, in all of
this frenzy to cure societal ills through deliberation, scholars have eitbiaitixor implicitly
assumed their own conclusion: that deliberation has social welfare-enhareats. ef

In order to investigate empirically whether and under what conditions deldredoes
in fact have social welfare-enhancing effects, McCubbins and Rodriguez (20i@f) aes
laboratory experiment in which subjects are asked to deliberate about tle¥sattsmath
problems about which they are uncertain (that is, subjects do not necessarith&ramsrect
answers to the math problems). These math problems are drawn from an SAT tlydeweith
test, and under various conditions, subjects are asked to make a series of binary choices about
them: first, subjects may choose to answer a problem or leave it blank; second, écideytal
answer a problem, then they may choose either answer “a” or answer “b"casrée answer.
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Subjects have 60 seconds to answer each math problem, and they earn $1 for every problem that
they answer correctly, they lose $1 for every problem that they ansveerectly, and they

neither earn nor lose money if they choose not to answer the problem. Subjects ate #iab t

they make an additional $10 each if they all choose the correct answer to a mat greblif

even one subject gets a problem wrong or leaves it blank, then they all miss out on the $10
bonus), and this establishes strong common interests among them. Indeed, the mixigerime
purposefully structured to encourage the subjects to reach a consensus, which is oneats the g
that many scholars have attributed to deliberation. McCubbins and Rodriguez consider
successful deliberation to have occurred when all subjects choose the correcttarssmath

problem.

In groups of various sizes, McCubbins and Rodriguez (2006) allow subjects to deliberate,
and thus, the sizes of the groups form the various institutional conditions applied in the
experiment. Specifically, they allow subjects in groups of 4, 8, 9, 10, 12 or 15 individuals to
exchange information about the math problem on which they are working. So, when solving
each math problem, each subject in the group has the chance to pay $2 to make an anonymous
statement to the other subjects (i.e. send a signal about whether they radcemswer “a” or
answer “b” as the correct answer to a math problem), and each subject can aledapagsb2
to listen to an aggregation of the signals that the other subjects Shase $2 costs associated
with sending and receiving information are designed to be analogous to real worltateébe
settings, where there are inevitably opportunity costs associated withingpaad listening
(Lupia 2002, 2005). After deciding whether to pay $2 to send a recommended answer to the
other subjects and after deciding whether to pay $2 to receive information disrgudijects’
recommended answers, subjects then have 60 seconds to choose their final answetho the m
problem.

In order to identify whether and under what conditions deliberation improves social
welfare, McCubbins and Rodriguez (2006) calculate a straightforward measoc@abf
welfare—namely, the average amount of money that subjects earn per prolkelgch group
size. So, for example, if subjects are deliberating successfullyq@edicating on the correct
answers to the math problems), then we should observe higher payoffs per subject (i.e
increasing social welfare), as all of the subjects in the group are earrfimgsélving the
problems correctly and earning an additional $10 because all of the other subestivadd the
problems correctly. By contrast, if subjects are unable to deliberate Sutlgethen a lower
amount of social welfare should be generated, as subjects in the group will not earni@meaddit
$10 and some may not earn $1 for solving the problems correctly.

As the results of McCubbins and Rodriguez’s (2006) experiments reveal, there are
substantial nonlinearities in the amounts of social welfare that subjects ¢aerdifferent size
groups. Specifically, Figure 5 shows that in groups that consist of 15 or 12 individuals,ssubject
generate a negative amount of social welfare (that is, they earn, on a$e@ajeand $-0.03
per problem, respectively). As the group size is decreased to 10 or 9 individuals, thdas subjec
earn, on average, $0.02 and $0.07 per problem, respectively. Note, however, that none of these
apparent improvements in social welfare are statistically significa

®> Note that the aggregation of signals that subjects can pay to receive consifts1adtion
about the total number of subjects in the room, the number of subjects who chose to recommend
answer “a,” and the number of subjects who chose to recommend answer “b.”
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However, when the group size is further decreased to 8 or 4 individuals, then subjects are
able to generate significant improvements in social welfare. Specifiedlgn the group
consists of 8 individuals, subjects earn, on average, $0.92 per problem, and when the group
consists of only 4 individuals, subjects earn, on average, $1.79 per problem. Both of these
amounts of social welfare are significantly larger than the amounts of wetfare that subjects
generate in groups that consist of 15, 12, 10, or 9 individuals (p < 0.01). Further, the amount of
social welfare that subjects generate in a group of 4 individuals is sagtifidarger than the
amount of social welfare that subjects generate in a group of 8 individuals (p < 0.01).

Figure 5. The Effects that Group Size has on Social Welfare
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In this way, the experimental results in Figure 5 reinforce the main anguaiihis
paper: that the relationship between institutions and outcomes is nonlinear and igchadac
by threshold effects. Specifically, McCubbins and Rodriguez (2006) vary the oature
particular institution (namely, the size of the deliberative group), and #seilts demonstrate
that only certain institutional variations induce improvements in social welfat¢hat these
improvements in no way follow a linear trend. For example, decreasing the grefmsizZL5
individuals to 12, 10, or 9 individuals does not lead to a significant change in social welfare,
while decreasing the group size from 9 individuals to 8 individuals does lead to eamgnif
improvement. And, further reducing the group size from 8 individuals to 4 individuals ¢eads t
an even larger improvement in social welfare. In this way, these resultsisteate the
existence of a threshold effect, in which social welfare does not increase smtll enough
group size is put into place that allows for an improvement in social welfare.
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2. Discussion: Thelmplications of Threshold Effects

Thus far, we have surveyed the results of laboratory experiments that danecthstr
the relationship between institutions and outcomes is characterized by thréfduédaad that,
contrary to much of the existing literature, we cannot simply assume thiaitioss improve
outcomes in a linear mannern this section, we discuss the implications of our argument that
the relationship between institutions and outcomes is nonlinear and is likely to corgartant
threshold effects. Specifically, we argue that there are two importanteemes of these
findings: 1) a practical implication for policy prescription and analysis, atlie2)eed for a new
model of the relationship between institutions and economic growth.

First, if the relationship between institutions and economic growth does indeed contain
the threshold effects we observe in numerous experiments, then we need to rebomsider
evaluate the impact of institutional reform. For instance, if a country withnstitutional
guality moves from point A to point B in Figure 6, then our nonlinear model would not predict
an increase in economic growth, but a move from point B to point C should lead to a change in
economic growth. By contrast, the typical policy advice from the World Bank ssgbast
every unit change in “institutional rightness,” for instance from point A to B to C, sreaddd
improved outcomes. Therefore, in the absence of a change in economic growth as a country
moves from A to B, the World Bank and others might conclude that either institutions do not
matter or that the government did not “get the institutions right.” Howeveg #re correct
about the existence of thresholds, then the lack of change in economic growth saggésts
conclusion: namely, that even if the country is closer to “getting the institutgins if they
have not passed point C in Figure 6, then their institutional improvements will not induce
improved outcomes. This suggests perhaps starkly different practical paaymendations. In
the world of threshold effects, the country would need to consider the possibility thaathe
not yet crossed the threshold and/or that other institutions also must be in placteta crea
change in economic growth. This makes policy advice and analysis moreltdiffan if the
relationship between institutions and economic growth is linear, but the evidence in this pape
suggests that reliance on a linear model will lead us to misunderstand tlo@shlptbetween
institutions and economic growth.

® Across the board, the experiments we surveyed show that there are threshisidefifeen
institutions and outcomes. For example, the experiments of Kuklinski et al. (2001) and Welle
(2006) show that information provision can affect behavior, but information does not always
change the behavior of experimental subjects. Rather, information has impugeattion

effects with both the other types of information and with the prior beliefs of indigidUiaé
experimental results of Capra et al. (2004) show that threshold affectssmafra@m institutional
interactions. There results demonstrate that some institutions, when implkesepaeately, will
have little or no effect, but when combined together can dramatically chahgeior. Finally,

the results of Boudreau (2006) and McCubbins and Rodriguez (2006) show how even a single
institution can lead to threshold effects between changes in institutions and outcomes.
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Figure 6: Institutional Quality and Outcomes

Q*

To the left of Q*,
change in
institutions make
little difference
in outcomes

nm=Zo0O-4CcOo

Beyond Q* improvement in
institutions generate significant

’_// changes in outcomes

sepeeeeeseessseiianns P |
I I I

A B C

Quality of Institutional Environment

Of course, rejecting a linear model does not tell us what exact functionakfarbretter
model for the relationship between institutions and outcomes. It also is not cteaurthesults,
at this point, can provide us with the information needed to determine the correct functiona
form. However, they do offer some guidance on at least two fronts. First, themahébrm
needs to suggest that at low levels of institutional quality there is little cimogécomes from
gradual increases in institutional quality. Second, the functional form needs fooiraterthe
threshold effects we observe in the experiments. We are confident that the furfictronaeeds
to account for these two aspects, but the experimental results do not fully infoboutishe
relationship between institutions and outcomes once we cross an initial threshold.

That said, we can imagine three different functional forms, shown in Figure 6. The
functional form displayed by the solid line suggests a phase transition relataditg@En
institutional threshold. We generally think that there are two possibiliterspassing this
initial transition. In the first possibility, the returns from improvements ititii®ns continue
beyond the initial threshold. The implication from this model is shown by the dashed line in
Figure 6. Another possibility is shown by the solid line in the figure. In thisituradtform, the
returns to improvements in institutions decline after a threshold is passed.olildsswggest
that there is a big gain from passing some initial threshold, but future improvemsntsot
have much of an effect. An alternative functional form (the dotted line) sughesgistence of
multiple thresholds or a step function to describe the effects of institutionalechlhtihree of
these forms would seem to match the results from the various experimentseme ksivever,
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none of the experiments allow us to distinguish between these functional formsydhike a
careful experimental design to determine which of these functional forms tisikebsto
explain institutions’ effects on outcomes.

The other issue raised by all of these experiments is the inability to peedradri,
which institutional forms and combinations will lead to changes in outcomes. This not only
suggests that we need to understand better what it means to “get the instighighisut it also
implies that we need to understand better how humans interact with theiriorsitut
environment. There have been significant attempts to develop theories of human behavior and
decision making (Kahneman and Tversky 1979; Camerer 2003) that incorporatedhs less
learned from these experiments. However, none of these theories have begaaieeled.

More importantly, most of the theories address behavioral issues such as caitbeeqsiity,
fairness, or risk aversion, but do not theorize about how humans perceive and interact with
institutions. These experiments primarily raise the issue of how humangitntéhatheir
institutional environment and when that environment affects their behavior, an igsesthat
seen much theoretical work (North 2005).

At this point we do not have a full answer to how humans perceive and interact with their
institutional environment, but the experiments do suggest at least two importantocendhirst,
institutions must create conditions in which incentives are clear. Secontitiost must make
common knowledge the payoffs and strategies of actors. Regarding the firsiooombudreau
(2006) shows that when experimental subjects do not know the incentives of the speaker in the
experiments they cannot make decisions to improve their social welfaenlyiwith the
addition of institutional conditions that clarify the speaker’s incentivesittahérs are able to
improve social welfare. The ability of institutions to clarify the incentifggossible actors in an
interaction can make it easier for players to predict the consequences of attiers. If
players cannot predict the likely consequences of their interaction, thegimmaly choose to
avoid interaction, and thereby forego any possible benefits. In the case whédaidiare not
willing to interact, they will not be able to capture gains from exchange, whilchitimately
hinder economic growth. The experiments reviewed here begin to unpack how instititi@s m
incentives clear, but future experimental designs can modify institutional cmsditi determine
how they affect interaction and social welfare. The ability of institutiortdarify incentives
seems necessary for institutions to change individuals’ behavior (and, thus aéggregomes),
but it is likely not sufficient, nor does it guarantee that an institution willewgsocial welfare.
We leave an explanation of sufficiency and how to increase social welfdtguie papers.

3. Conclusion

In this paper we have argued that the literature concerned with “gettintgstitations
right” has failed to clarify the relationship between institutions and outcanthas also failed
to consider the applicability of the linear model most scholars employ. As welisaussed
these shortcomings, we have suggested that we need a different model thaartloadinesed
by most scholars. Indeed, we have argued that the new model must incorpotatesti@d
effects that we observe in many experiments, and we have also suggested samaatim
aspects of an alternative model. We certainly believe, and the expertaeerasstrate, that
institutions can have a profound effect on economic growth and other outcomes, but so far we do
not fully understand the conditions under which they are likely to do so. We believe that an
improved (nonlinear) model for the relationship between institutions and outcomes can belp us t
understand their effects better.
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